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Abstract
Open science practices, such as pre-registration and data sharing, increase transparency and may improve the replicability of developmental science. However, developmental science has lagged behind other fields in implementing open science practices. This lag may arise from unique challenges and considerations of longitudinal research. In this paper, preliminary guidelines are provided for adapting open science practices to longitudinal research to facilitate researchers’ use of these practices. The guidelines propose a serial and modular approach to registration that includes an initial pre-registration of the methods and focal hypotheses of the longitudinal study, along with subsequent pre- or co-registered questions, hypotheses, and analysis plans associated with specific papers. Researchers are encouraged to share their research materials and relevant data with associated papers and to report sufficient information for replicability. In addition, there should be careful consideration of requirements regarding the timing of data sharing, to avoid disincentivizing longitudinal research.
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Highlights
- Longitudinal studies have unique considerations that present challenges to standard models of open science.
We propose a serial and modular approach to the registration of longitudinal studies; we emphasize the benefits of transparency and sharing data and materials.

Increased adoption of open science practices may improve the rigor and replicability of developmental science.

In the last decade, psychology and social/biomedical science have wrestled with questions of scientific rigor and reproducibility. This was catalyzed by failed attempts to replicate (Camerer et al., 2018; R. A. Klein, Vianello, et al., 2018; Open Science Collaboration, 2015) or reproduce findings (Botvinik-Nezer et al., 2020; Silberzahn et al., 2018), scientific misconduct (Craig et al., 2020; Stroebe et al., 2012), a growing appreciation of how analytic flexibility inflates evidence for scientific claims (Bakker et al., 2012; Simmons et al., 2011), and an understanding of how publishing biases intersect with these factors (Bishop, 2019; Ioannidis, 2005; Munafò et al., 2017). This has led to a crisis of confidence among both psychologists and the public (Gelman, 2016; Resnick, 2018, 2021), often referred to as the replication crisis. However, these issues are larger than failed replications and speak to a broader need to enhance rigor.

The field has converged on several aspects of research design and researcher behavior as the culprit for the crisis, some of which are particularly challenging in developmental work: (a) the extensive use of small samples (Button et al., 2013), which is common with difficult-to-recruit populations including children, (b) excessive freedom in analyses and methods, which is enhanced by large-scale studies with multiple covariates (Simmons et al., 2011), (c) insufficient reporting (Brown et al., 2014; Errington et al., 2021), (d) lack of standardization (Frank et al., 2017), (e) publication biases that suppress non-significant results, that is, the file drawer problem (Franco et al., 2014; Rosenthal, 1979), (f) statistical reporting errors (Bakker & Wicherts, 2011; Nuijten et al., 2016), (g) measurement error (Clayson et al., 2019; Loken & Gelman, 2017), (h) questionable research practices including selective reporting and Hypothesizing After Results are Known (HARKing), which can inflate evidence for exploratory work (John et al., 2012), and in some cases (i) outright fakery (Craig et al., 2020).

These are not the only problems (Oberauer & Lewandowsky, 2019), but many of these problems can be addressed by greater transparency about methods and analyses. Although the open science movement starts with openness and sharing, it is bound up in a broader conception of methodological rigor. Open science practices are thought to achieve this rigor in three ways. First, these practices make it easier to check each other’s work by repeating analyses under different assumptions, or by facilitating replication experiments. Second, expectations of openness lead researchers to raise their methodological standards, knowing that others can check their work closely. Third, questionable practices like HARKing can be arrested by being open about hypotheses and when they were developed.

Open science practices are now common, and in some situations, mandatory. These include the following: pre-registration of hypotheses to prevent HARKing; pre-registration of methods and analyses to minimize researcher degrees of freedom; posting experimental materials, and videos of lab setup, procedures, and participants’ behaviors on public repositories (Adolph et al., 2012; Gilmore & Adolph, 2017); mandating power analyses as a condition of publication; and sharing raw data and analysis scripts. These practices encourage more robust science, improve clarity about hypotheses and analyses, and enable meta-analyses and new insights (Gilmore, 2016).

Typical open science practices are straightforward and effective for clinical trials and small-scale cognitive and social psychology experiments. However, developmental psychology—and especially longitudinal studies—presents unique challenges to standard practice. This paper discusses some of these challenges, and it proposes guidelines for adapting open science to longitudinal research. These guidelines are not intended as authoritative. Rather, our
proposed guidelines are intended to spur discussion and iterative improvements that advance the mission of open science for longitudinal practices. We start by contrasting the structure of a typical longitudinal design with the kinds of studies for which standard open science practices were intended. Next, we describe the challenges of applying various opens science practices in longitudinal contexts. Finally, we offer our adaptation of these approaches and address open questions about this enterprise.

1 LONGITUDINAL RESEARCH AND OPEN SCIENCE

Most open science practices are straightforward for cognitive and social psychology experiments with adults, and for cross-sectional and single-age experiments with infants and children. In such studies, data are collected at once or in a small number of sessions, and data are analyzed in a single wave to test a small number of hypotheses. In this situation, it is easy to determine analyses in advance and once the question is answered, there is no reason not to share the data. However, longitudinal studies do not fit this mold so easily.

Longitudinal studies track participants over time, sometimes for years. Long-term tracking of participants may have several consequences. First, the measures are often not completely known at the study’s outset and may change as the study progresses. For example, in a study of language development spanning 7–12-year-olds, the appropriate measure of non-verbal cognitive skills for 11-year-olds might not be identified until Year 4 of the project; or in Year 2, the researchers might discover that a measure intended to be used throughout the project is too easy for older children. If the measure at a given age is too easy (ceiling effects) or too hard (floor effects), the measure’s scores may show a restricted range, which makes it difficult to estimate individual differences, and attenuates associations with other variables. Second, because the study spans an extensive time-period, hypotheses will evolve as new findings arise, from the first years of the study, or from other labs. Finally, there might never be a clear point when the study is ‘complete’, because the complex data set allows evolving analyses long after data collection is complete, and grant renewals can extend the longitudinal window of data collection.

In addition, many longitudinal studies use large numbers of measures. This can be for several reasons. Latent constructs like language ability might be assessed with several measures to achieve greater validity. The use of multiple measures affords flexibility in combining these measures into indices, and this may in part be driven by properties of the data, such as the correlational structure and whether a class of models can be fit. Moreover, the scale and investment—human and financial—of a longitudinal study makes it naïve to plan a study around a single hypothesis. Rather, studies are often designed around a few core hypotheses but include a range of other measures and rich background and demographic data that provide grist for future exploratory work testing moderators of original hypotheses, or other hypotheses entirely.

Box 1 describes the design of two studies currently underway by the authors of this paper illustrating these features, including a description of the focal research questions, pre-registered hypotheses, and when and how

---

**BOX 1 How we have adapted open science for two longitudinal studies**

*School readiness study: The School Readiness Study (current N = 108) is an ongoing NIH-funded longitudinal study of the development of school readiness during the transition from preschool to school entry. The project takes a bio-psycho-social perspective to understanding the processes that influence children's academic and behavioral readiness for school. Several hypotheses were pre-defined at study outset, including that smaller amplitudes in cognitive control-related event-related potentials (ERPs), including the N2 and P3 will be associated with externalizing problems and poorer academic skills, and that self-regulation will partially mediate these associations. ERPs are neuro-electrical responses to stimuli measured on the scalp*
with electroencephalography. The N2 and P3 ERPs reflect the second negative deflection and the third positive deflection, respectively, in the brainwave in response to a stimulus. The N2 and P3 are of interest because of their relation to cognitive control. In addition, we also included sufficient additional measures to conduct exploratory work on factors like child temperament and parent self-regulation.

The study uses an accelerated longitudinal design. Children were recruited beginning in 2018 at 36, 45, 54, or 63 months of age, and are assessed every 9 months over 4 time points. Thus, any given child is followed for $2\frac{1}{4}$ years and the final sample spans 3 to 7.5 years of age. We anticipate cross-sectional papers early in the project, followed by longitudinal papers later. This raises the question of when it is appropriate to share data, and what should be shared at each point.

The assessment battery assesses the core questions using multiple measures of self-regulation, including neural tools (like ERPs) that require complex time series analyses to be useful, and cognitive tasks assessing cognitive control and attention. Time series analyses involve the analysis of high-density data in the temporal domain, for example, temporal principal component analysis. In this study, the data are nested across multiple levels: multiple timepoints of EEG data (level 1) are sampled from the same person at a given measurement occasion (level 2), and the longitudinal design yields multiple measurement occasions over time within the same participant (level 3). The sophistication of these data and approaches can make it challenging to pre-define indices of cognitive control in advance. This project combines these measures with multiple parent- and teacher-reported questionnaires that assess emotional and behavioral regulation, behavior problems, academic skills, and environmental factors. For these measures, we anticipate combining related tools using factor analyses, but the number of factors cannot be known prior to analysis, making pre-registration of statistical analyses challenging. In addition, we made some changes to the measures in the longitudinal study based on issues such as range restriction. For instance, we replaced an emotion regulation task at T2 because it did not elicit sufficient individual differences. We also stopped assessing one of the perceptual inhibitory control tasks after 63 months of age due to ceiling effects.

As a result of these challenges and changes, the School Readiness Study uses a version of the modular registration approach proposed here. Hypotheses, methods, measures, and analyses are registered separately both before and during data collection. The focal hypotheses, methods, and measures were pre-registered on the project’s main Open Science Framework (OSF) page: https://osf.io/jzxb8. Changes to registrations are timestamped on the OSF. Each paper associated with the project will have its own OSF page, including the data (i.e., variables) used for that paper, a data dictionary for those variables, the analysis code, and a computational notebook.

Growing words project: The Growing Words Project (N = 242) is an ongoing NIH-funded longitudinal study of the development of spoken- and written-word recognition during the school-age years. The project uses an accelerated longitudinal design that began testing 1st, 2nd, and 3rd graders in the spring of 2021, and will test these cohorts yearly for 4 years. In particular, Growing Words uses eye-tracking in the Visual World Paradigm (Rigler et al., 2015) to examine the real-time mechanisms of word recognition. This is related to standardized outcome measures of language and reading, to experimental measures of cognitive control and to structural magnetic resonance imaging (MRI).

These data are used to investigate a number of hypotheses. First, we ask whether real-time processing skills develop from earlier achievements in language ability, and/or if real-time skills enable better language. Second, we investigate the impact of cognitive control on word recognition. Finally, we seek to understand the role of reading development in changing word recognition and speech perception. We also include exploratory measures of the language/literacy home environment and phonological processing (to name a few) which did not have explicit hypotheses detailed at study outset.

The sophisticated eye-tracking measures will need to be collapsed into index measures (see Box 2). There are several unknowns, and there is insufficient current data on reliability with children. As a result,
we anticipate using some pre-defined indices (that have ‘worked’ in prior smaller scale studies), as well as database measures to define indices. Critically, these indices will be identified in Year 1 and used for all papers on these data. Growing Words completed Year 1 in 2021, and as of 2022 we are already anticipating changes to the study. At least one language measure may be replaced; we are debating subtle changes to the eye-tracking measures to improve their measurement properties based on Year 1 data collection; and we have identified one small issue with one of the cognitive control tasks that will be fixed. Although initial methods are now registered, these changes and their motivations will be documented in separate registrations. The Growing Words project will generate very large datasets. Individual eye-tracking assessments (there are five) may each generate 10–20 gigabytes of raw data making it difficult to share these directly. Instead, we will release indices used in specific papers as the papers are published. Raw data will be available upon request.

data/materials will be shared. These features of longitudinal studies make it challenging to apply standard tools of open science to longitudinal studies.

2 | TOOLS FOR OPEN SCIENCE

Open science consists of a loose bundle of practices: pre-registration, data and materials sharing, power analyses, rigorously guarding against p-hacking, and full disclosure of analytic choices. These can be independent of one another—data can be shared regardless of whether the design was pre-registered. Few labs adopt them all. Rather, practices are assembled based on the needs and nature of each study. Although several of these practices, including power analyses and materials sharing, are straightforward to apply to longitudinal projects, two are particularly difficult: pre-registration and data sharing. These are the focus of this paper.

3 | PRE-REGISTRATION

3.1 | Standard approaches to pre-registration

Pre-registration involves publicly posting a study’s design, hypotheses, methods, materials, and analysis plan before data collection begins. The pre-registration plan may be submitted to a journal as a registered report and reviewed before data collection—see Table 1 for developmental journals that accept registered reports. More typically, pre-registration involves simply posting this information in a permanent repository. Some federal grants, such as NIH-defined clinical trials, require pre-registration to reduce publication bias and to ensure that negative results from clinical trials are released and publicly known. Making methodological and analysis decisions before data collection prevents design, analysis, or interpretive decisions that are contingent on the desired result, and it ensures that hypotheses are specified in advance and not changed after examining the data.

A research project has many decision points (Frank et al., 2017), including (a) what counts as ‘piloting’, (b) when it is acceptable to restart a testing session due to technical difficulties or participant non-compliance, (c) which numerical indexes to use in analysis, (d) whether and how to exclude data or remove outliers, (e) whether and how to transform the data, (f) how to analyze the data, and many others. These decisions are sometimes referred to as researcher degrees of freedom (Simmons et al., 2011), and can lead to widely varying outcomes (Gelman &
Loken, 2013). Monte Carlo simulations have shown that when these decisions are made after looking at the data, Type I error can inflate to substantially greater than 0.05 without the researcher or reader being aware of it (Simmons et al., 2011). Pre-registration reduces researcher degrees of freedom and limits reporting biases, such as reporting only significant results or only particular study conditions, to keep the Type I error rates at the intended alpha.

Pre-registration is commonly used for hypotheses, methods, and statistical analysis, but can also be used to document the rationale for these decisions. Pre-registration is valuable for planning and thinking through how hypotheses map to patterns of results. Pre-registration may also constrain statistical analyses because many approaches to family-wise error correction differ based on whether research questions are confirmatory—that is, hypothesis-driven—or exploratory (Bender & Lange, 2001; de Groot, 2014; Francis & Thunell, 2021; Rubin, 2017). Even if the complete statistical model cannot be known in advance, pre-registering hypotheses allows the researcher to determine which approach is most appropriate; waiting to designate a test as such until after results are known can lead researchers to take inappropriate liberties.

Pre-registration is not a panacea. Pre-registration was designed for studies that test: (a) a small number of hypotheses with (b) well-defined methods and (c) analytic models that can be clearly designed in advance. Canonically, this is done on a well-developed paradigm that has seen extensive prior testing, often which is not pre-registered. Consequently, pre-registration does not lend itself as easily to studies using less-established methodologies, where measures or indices such as composite scores may not be fully established, or the variance and covariance structure are not well enough understood to specify a model. Perhaps most challenging, the lengthy time-period and high cost of a longitudinal study make it unlikely for there to be extensive prior longitudinal studies on the same topic with the same measures, again making it difficult to make these decisions. Finally, an over-reliance on pre-registration can lead researchers to miss important findings that were not hypothesized before data collection. This is particularly likely when the study lasts years.

### 3.2 | Pre-registration in longitudinal designs

Standard pre-registration models work well for cross-sectional studies or small single-visit studies that answer a single question. In this context, pre-registration has driven important advances and consortia (Frank et al., 2017; Gilmore, 2016; Gilmore & Adolph, 2017). However, pre-registration is more challenging in individual-differences studies, longitudinal work, and research with unique populations. This is for several reasons.

First, at the outset of a longitudinal study, researchers are unlikely to anticipate all research questions and hypotheses that will be generated over the course of the study. Because longitudinal studies are time-extended and multidimensional in nature, hypotheses may be developed and refined while data collection is underway, in response to new findings. Even when hypotheses are formulated in advance, researchers may need to adapt their analyses as new data become available. Pre-registration alone may not be sufficient to address these challenges, and researchers may need to adopt alternative strategies to maintain the integrity of their studies.
to new findings in the data, observations of participants in the study, emerging findings from other labs, novel methods, or time for ideas to percolate. This blurs the line between confirmatory and exploratory work, which can be disqualifying in many scientific subcultures and some journals that expect clear specification of whether a study is confirmatory or exploratory or do not place significant value on exploratory or descriptive work. Moreover, not only may hypotheses change over the course of a study, but so might methods.

Such changes may be aligned with the goals of the study but perhaps not anticipated. For example, a measure used in Year 1 may prove to have poor psychometric properties and is changed in Year 2. This could occur if older children unexpectedly reach the ceiling, or an unexpected practice effect emerges from using the measure at multiple testing sessions. Other times, this may represent a deeper change. Some research questions and hypotheses may depend on empirical or analytic methods that do not exist at the study outset. Quantitative or empirical methods may also become available after the study begins that motivate data re-processing or re-analysis to answer new questions. For instance, recent algorithms for assessing a person’s heart rate from video (Hassan et al., 2017) could allow re-analysis of older video recordings.

Experimental protocols may also need to be refined during longitudinal data collection in response to unexpected contingencies that result in non-random data loss. For example, the authors of this paper are conducting a longitudinal study (the Growing Words Project) that includes several measures of language, reading, and cognition. In Year 1, some low-performing students took longer than anticipated to complete some tasks, which led them to be more likely to not complete the final task in the session. This led to a bias in data loss among poorer performers even though they did not have difficulty with that specific task. This necessitated a change in protocol to ensure that all groups were equally likely to complete that task.

Some variables in longitudinal designs may also be difficult to pre-define. A construct like a language or cognitive control is often represented by a latent factor constructed across several tasks. Critically, measures’ factor loadings may change over time. This may even be true within a measure—items that indicate an externalizing disorder at 4 years of age (e.g., ‘throws tantrums’) may be irrelevant at 18, and vice versa (‘uses illegal drugs’) due to changes in the construct’s manifestation (Petersen et al., 2020). Even if the researcher has hypotheses regarding the factor structure of a set of variables, the number of factors across a set of measures, and the loadings of the variables within each factor at each age cannot always be anticipated in advance.

This can get more complex for longitudinal designs that employ sophisticated measures like eye-tracking (Law et al., 2017), electroencephalography (EEG; Bell & Cuevas, 2012; Brooker et al., 2020), or pupillometry (Hepach & Westermann, 2016; Winn et al., 2018). These dense measures are often collapsed into single indices that reflect simple constructs (e.g., rate of activating a word: c.f., McMurray et al., in press)—see Box 2. This conversion from a dense time series to a single index may be difficult without looking at the data—for example, specifying timepoints or understanding the shape of the curve for a fitting procedure. Consequently, it may not be clear at the study outset, which indices best assess a construct at each timepoint.

Registration of the statistical plan is the next step. This can be done if indices are known in advance, or indices can be left as placeholders. However, in longitudinal work, the planned statistical approach may not be appropriate once data are collected. For example, a mixed model may not fit the data—for example, if the distribution of residuals is unexpectedly not Gaussian or a proposed random slope does not converge. Consequently, researchers may need a different model or a different approach. Other times, findings may lend themselves to a better approach. For example, Fellman et al. (2020), present a working memory training study that was originally pre-registered with a standard null hypothesis test; however, the effects were small, consistent with other concurrent studies, leading them to switch to a Bayesian approach to provide more insight. We commend these authors for their openness about this process. However, a rigid pre-registration could minimize the insight to be gained by a change in analysis.

In addition, the difficulty of pre-registration depends on the scope of the study. The larger the scale of the project, the more challenging it may be to pre-register. Large-scale longitudinal studies often have tight timelines and multiple collaborators, each of whom may have their own hypotheses, some of which may conflict with
BOX 2  Example of the many ways in which complex measures can be condensed into index variables

Complex measures often present multiple possible analysis approaches, which create potential researcher degrees of freedom. Often, these measures are condensed into summary measures to reflect simple constructs. There are various possible data reduction strategies for this. Choosing an analysis strategy offers a major researcher degree of freedom; an unscrupulous approach could attempt different ways to condense measures to see if any support the hypothesis, and then report only this approach. Here, we illustrate the example of condensing continuous eye-tracking data, which includes samples of looks at frequent intervals (e.g., every 4 ms) to different types of displayed objects (e.g., targets, competitors, unrelated objects), into index variables of relevant constructs.

We highlight this for one such construct that is commonly assessed for eye-tracking studies of word recognition: the speed of target recognition. Data are often plotted as in Figure B.1a. This figure plots preliminary data from a measure of spoken-word recognition in the Growing Words project for 1st and 3rd graders. It plots the proportion of looks to the target object at each 4 ms time point, averaged across trials and participants, and with separate curves for different grades. It seems apparent from these data that 3rd graders look to targets more rapidly than 1st graders. However, these data are comprised of many only partially independent data points, that have been averaged for this visualization. These data can be converted into a single measure of ‘speed of target recognition’ that can be statistically analyzed in several different ways. For example, parametric curves could be fit to the data, and the parameters of these curves

FIGURE B.1  Different approaches to operationalizing target recognition speed. (a) Average proportion of looks to the target across time by grade. (b) A logistic curve can be fit to the data, and the slope and/or crossover parameters can index target fixation speed. (c) A threshold of looking can be set, and the time when this threshold is exceeded can be used to index target fixation speed. (d) A region of time can be set during which the area under the curve can index speed of target looking.
used as the indices (Figure B.1b). In this case, the slope of the logistic function that describes the data could signify how rapidly target looks rise; however, we could also use the timing of the crossover point of this logistic function. A third option within this approach is to combine the slope and timing into a single score representing timing (McMurray et al., 2019). However, numerous other ways to operationalize this speed are also possible. One could assess the time when the curves first cross some threshold (e.g., when they first exceed 0.4; Figure B.1c). This approach creates additional decision points, including what threshold to use, and what counts as exceeding it (e.g., what to do if a participant exceeds it but then later drops back below the threshold). Yet another approach is to measure the area under the curve of looks to the target over some time window (Figure B.1d) to determine if one group shows more overall target looks than the other in this transition window; this approach again introduces further decisions of what time window to use. Countless other operationalizations are also possible—counting the number of saccades to the target within some time window, measuring entropy of eye movements to objects across time, etc.—each of which comes with its own set of analysis decisions.

Several approaches to operationalizing the construct of target recognition speed have merit, and different theoretical orientations may lend themselves to different decisions. Further, some measures may prove more reliable than others, and thus be more appropriate indices of the construct. The rationale behind the choice of the operationalization should be described in advance. This may take the form of commitment to a single approach—for example, if the data will be compared against prior studies that used a particular operationalization. Alternatively, it may take the form of a strategy for identifying the best operationalization—for example, detailing an approach to estimating reliability of measures, with a clear explanation of what metric will dictate the best measure. In either case, however, these plans should be described in advance of analysing the data. This approach will help prevent the various possible decisions in data reduction from leading to p-hacking.

An example of our pre-registration approach to measure identification for eye-tracking data is available at the Growing Words OSF site (https://osf.io/vzb2k).

each other or depend on hypotheses or findings from other domains of the project. Thus, flexibility may be necessary for the pre-registration of large longitudinal studies, and costs and time of pre-registration should be factored into the grant.

These challenges raise questions of whether it is appropriate to completely pre-register longitudinal designs. If researchers are restricted to only examining hypotheses specified in pre-registration, they could miss important findings or hypotheses that emerge over the study. Locking the methods could make it difficult to make a much-needed course correction, which could be catastrophic considering the scale and cost of many longitudinal studies. Pre-registration could constrain analysis decisions to inappropriate data and model structures.

One could just decide that all analyses of longitudinal designs are ‘exploratory’. However, this neglects the benefits of pre-registration even for exploratory research. For example, researcher degrees of freedom can be huge in large longitudinal datasets, and these must be responsibly constrained. Further, longitudinal designs are rarely purely exploratory but are a hybrid in which some hypotheses are specified in advance, whereas other measures are included for exploratory purposes. In today’s culture, ‘exploratory’ is a bit of a pejorative—though it should not be. Thus, deeming longitudinal work exploratory and skipping pre-registration undermines the value of longitudinal designs, which are the gold standard in developmental science for describing, predicting, and understanding change over time. Instead, the field needs to preserve openness and rigor of pre-registration, without mandating that all decisions be made prior to the study and that all decisions be made at once.
4 | DATA/MATERIALS SHARING

4.1 | Standard approaches

A second open science practice is sharing materials: manuals, protocols, consent forms, stimuli, lab notebooks, data, metadata, data processing syntax, statistical analysis code, detailed results, computational notebooks, and preprints. These are usually shared at the conclusion of the study, that is, when papers are submitted in an online repository, though some labs share materials incrementally, as the project unfolds. Sharing materials makes science more accessible. It allows other researchers to review a research study more comprehensively and identify potential errors in design, stimuli, or analyses, and reproduce, replicate, and extend findings. A particular benefit is error detection and correction.

Traditional, non-open science approaches share data and materials only at summary levels, through descriptions in published manuscripts or by direct request to the author. This presupposes that research materials are exactly as described, with all necessary information and without errors. However, it is challenging to fully describe years of labor and hundreds of lines of code in readable methods and results. This is further challenged by the increasingly short page limits of many journals and the fact that online supplements rarely receive the same level of review as the actual manuscript. Moreover, analyses of authors’ response rates to requests for data suggest only low-to-moderate compliance (27%-59%; Tedersoo et al., 2021; Wicherts et al., 2006). Thus, summaries and personal requests are insufficient.

In contrast, complete access to the data—either before publication or as a condition of it—has numerous benefits. First, it keeps researchers statistically transparent because reviewers and colleagues have immediate access to the data. This can minimize questionable research practices (John et al., 2012), such as multiple testing, flexible use of covariates, and selective reporting, that is, ‘p-hacking’, because others may detect this. Second, data sharing provides a second round of accuracy checking when data and code are commented and curated for posting. Finally, other researchers can use the data for other reasons. Alternative theoretical approaches might suggest different statistical models or new questions, people may reanalyze data for methodological purposes such as evaluating reliability, and they can be used in meta-analyses where direct re-analysis is preferred over published effect sizes.

Illustrating the value of this, data sharing funding and curation initiatives have made data and codebooks from large-scale longitudinal studies available for public or restricted use, such as the Adolescent Brain Cognitive Development (ABCD) study (Casey et al., 2018), the National Longitudinal Study of Adolescent to Adult Health (Add Health; Resnick et al., 1997), the Early Childhood Longitudinal Study (ECLS) Program (Tourangeau et al., 2009), the National Longitudinal Surveys (NLS; Chase-Lansdale et al., 1991), and the NICHD Study of Early Child Care and Youth Development (SECCYD; NICHD Early Child Care Research Network, 2005). The large number of secondary studies that have resulted from these projects attests to the value of longitudinal data sharing.

The benefits of material sharing are evident, and this practice improves research quality and confidence in findings. However, there are also challenges and potential pitfalls of sharing materials. The pitfalls may not be in sharing materials per se, but in the sole reliance on using materials that have been shared by others. First, when conducting replications using shared materials, any issues with the original materials risk recurring. This is particularly the case in subfields like language or perception, where designing stimulus materials is a significant undertaking; here, the ease of using shared materials may mean that inadvertent mistakes or irrelevant design choices (e.g., who the speaker was in a language experiment) get carried over from one study to the next. For example, Strand (2020) described a scenario where a coding error led to a spurious finding, which was replicated by another research team that used her materials. There is a risk of overconfidence in the fidelity of shared materials (or any materials, for that matter). In some instances, conceptual replications or replications with novel materials may be more compelling than direct replications. Although nothing in the open science paradigm prevents recurring mistakes in replication studies, the ease of accessing others’ work may make a direct replication more attractive than a conceptual replication. Nevertheless, sharing data and research materials may accelerate the detection and correction of mistakes (Gilmore et al., 2021).

Second, what should be shared and when? Data sharing can solidify statistical findings and benefit the field. But it also means that data are now outside of the control of the originating lab, and other laboratories may publish results
based on it. This is particularly an issue with large longitudinal data sets consisting of many complex measures. Often-
times, the person requesting the data signs an agreement or writes a statement about how they will use the data. Such steps may provide greater accountability for the appropriate and intended use of data collected by others. More-
over, publishing multiple times using the same data may lead to increased Type I errors if corrections are not made for
multiple testing (Thompson et al., 2020), and may limit the unique contribution of a paper (Kirkman & Chen, 2011).

4.2 | Data sharing in longitudinal designs

Longitudinal designs raise two primary issues with data sharing: ethical obligations to participants and the issue of
what to share and when to share it.

4.2.1 | Ethical concerns

One challenge with data sharing is the potential identifiability of participants (Gilmore et al., 2021). Standard
approaches to de-identifying data can be sufficient for single-visit small-scale studies. However, longitudinal studies
often have large quantities of data that could be stitched together to identify participants (Gilmore, 2016). It is the
responsibility of the principal investigator to share data in a way that protects the identities and confidentiality of
participants while ensuring the data are usable by others. However, secondary data users share the obligation of
protecting participants (APA Data Sharing Working Group, 2015). This becomes even more important when the pro-
ject deals with sensitive data, such as geographical data, biological data, illegal (e.g., substance use) or stigmatized
behavior (e.g., same-sex intercourse), health conditions (e.g., mental disorders or sexually transmitted diseases), or
qualitative data such as interview transcripts, including clinical interviews. This is a particular challenge for longitudi-
nal work, which often includes a large array of measures and background information. When dealing with potentially
identifiable or sensitive data, procedures for sharing data should be carefully monitored. Nevertheless, researchers
may share raw, identifiable data if participants are properly informed of the risks to privacy and confidentiality, and if
they provide consent for identifiable data to be shared (Gilmore et al., 2021; Gilmore & Qian, 2021; Meyer, 2018).
For instance, the Databrary project (Simon et al., 2015) provides templates for obtaining consent for sharing identifi-
able data with researchers who have been authorized to access the data and who have signed an access agreement
to use the data in accordance with ethical principles.

Additionally, there is an ongoing discussion among researchers and their institutional review boards (IRBs) as to
whether participants who were minors during data collection need to be reconsigned when they become adults
(Berkman et al., 2018). This could occur if longitudinal data collection spans this transition, or if data from minor
years are shared after participants have become adults. Many researchers find the idea of reconsenting minors when
they become adults impractical and a barrier to sharing data (Gilmore, 2016).

4.2.2 | What to share and when to share it

The time-extended nature of data collection in longitudinal studies along with the large quantity of data collected
makes it unclear what data to share and when. At a practical level, longitudinal studies involve large quantities of
data that take lots of time to code and clean for analyses. Data sharing adds the burden of documentation to make
the data interpretable by others. What may be a relatively simple task for a small experiment can become months of
work in a longitudinal study. The difficulty of sharing data or materials may depend on the scope of the study. The
larger the scale of the project, the more funding may be available for data curation and sharing. Even so, library sci-
centists may be able to provide help in preparing data for sharing (Soska et al., 2021). Although sharing data can involve
considerable work, it is important to balance staff time and the taxpayers’ investment in research against the prospective benefits of sharing a particular dataset at a particular time.

Even beyond the scale of data, the time-extended nature of longitudinal projects presents challenges. Some analyses may not be able to proceed until data collection at all measurement points is complete (Eisenberg, 2015). Longitudinal studies are rarely designed to answer a single question but also include many measures for secondary questions or for exploratory work for later studies. This raises several concerns for data sharing. First, a reasonable concern is that others may publish based on the shared data before the original investigators can, that is, ‘getting scooped’ (O. Klein, Hardwicke, et al., 2018). This concern is particularly relevant for longitudinal studies. The protracted data collection and the rich set of measures in a longitudinal study may permit others to push ahead on a new question—even one planned by the study team—while the study team is working on a different question. Longitudinal studies require substantial personnel, time, energy, and money; longitudinal studies would be disincentivized if researchers were required to share all data fully and publicly as they are collected or as soon as data collection is complete (Eisenberg, 2015). Others have argued that the worry of being scooped is unwarranted in psychology because (a) most subfields are not so competitive that they are populated by researchers who are racing to publish a particular finding, and (b) the benefits of increased exposure outweigh the possibility of being scooped (O. Klein, Hardwicke, et al., 2018). Nonetheless, researchers’ concerns about this problem—whether warranted or not—likely shape the decision to invest the effort in data sharing.

There are some solutions to concerns about getting scooped. Data can be embargoed for a certain period, and journals could require those who use others’ data, materials, or analysis code to cite the original source—most repositories provide persistent identifiers (DOIs) that can be cited (Gennetian et al., 2020). Nonetheless, these may not be sufficient for the complexities of longitudinal work. Given the importance of longitudinal designs for answering questions about developmental mechanisms, data sharing procedures must incentivize longitudinal designs by giving the lead researchers the first ‘crack at’ key analyses (Eisenberg, 2015).

In addition to the issue of when to share is the issue of what to share. Sharing need not be all or none. Researchers may choose to share data from only a subset of measures but not data from other measures, such as sensitive data from a clinical assessment or measures that have not been analyzed yet. Moreover, indices of core constructs may be derived—latent factors, or summary statistics from complex measures like eye-tracking or event-related potentials. What should be shared? Indices? Individual item responses for each participant? Each 4 ms of eye-movement data? Although some would argue to share everything, there is a cost to the investigator for assembling these data—both in terms of time and the possibility of being scooped. There may also be costs to the end user (and the ultimate impact of sharing the data), if data are shared in the wrong form: data that are too ‘raw’ may require extensive rescoring, and processing. Moreover, raw data may not be as useful for things like meta-analyses or for people not deeply versed in a given instrument. Thus, what is appropriate and useful to share is not always straightforward.

Another potential barrier to sharing data and materials is that others may discover errors, and researchers may fear having their reputation or abilities publicly undermined (Gilmore, 2016; O. Klein, Hardwicke, et al., 2018). This concern may be particularly acute for longitudinal designs whose scale creates many opportunities for minor errors. To combat this, shifts in scientific culture may be necessary to promote openness. We join calls to reduce the blame on others whose work fails to replicate (Gilmore, 2016), and we encourage researchers to keep scientific critiques focused on methods, not the person—whether in journals, conferences, lab meetings, or social media. In addition, journals may consider alternatives to retractions: publishing revised and corrected versions of retracted articles, that is, retraction with replacement (Strand, 2020).

5 | GUIDELINES FOR ADAPTING OPEN SCIENCE TO LONGITUDINAL STUDIES

Developmental science has lagged behind cognitive and social psychology in implementing open science practices (Frank et al., 2017). Some of this lag likely arises from longitudinal designs which do not lend themselves easily to
one-size-fits-all practices. Instead, there is a need for more flexible approaches that embrace goals of rigor, reproducibility, and openness, while accommodating longitudinal paradigms, which are systematic and clear enough to be implemented into pre-registration and open science platforms.

Open science practices are time-consuming to implement, challenging to navigate, and complex for longitudinal designs. Nevertheless, the benefits outweigh the costs, and every additional step toward transparency helps. The critical question is how best to adapt these practices for longitudinal work. The values of open science we emphasize here are intended to maintain rigor, reproducibility, and replicability. These include openness and transparency, constraining researcher degrees of freedom, pre-specified hypotheses and honesty regarding whether analyses are confirmatory or exploratory, and maintaining incentives to collect important longitudinal data. Indeed, in longitudinal research, data sharing may be especially important because longitudinal studies cannot be readily replicated (Adolph et al., 2012).

Our team—which is currently managing two longitudinal projects—has begun a series of discussions with statisticians and collaborators to develop such an approach (for discussions related to assessment and clinical science, see Tackett, Brandes, King, & Markon, 2019; Tackett, Brandes, & Reardon, 2019; Tackett et al., 2017). Our goals are to develop tractable procedures that increase the adoption of these open science practices in developmental science, and that maximize the benefits of open science while minimizing costs and challenges. We argue that the principal goal of any practice must be openness in reporting, and this is more important than whether this occurs before, during, and/or after the study. Reporting all methods and measures is challenging when publishing papers from longitudinal studies—the current zeitgeist is toward short papers that address a single question. Because papers may not fully report the complete set of measures in a longitudinal study, cherry-picking—selectively reporting measures that support a hypothesis—is a real possibility.

We propose a modular form of registration, that preserves openness, which separates methods, hypotheses, measures, indices (e.g., scores derived from multiple measures), and analyses. Each component may have its own timelines, and registration of each can occur at multiple points during the study. This more flexible approach offers multiple paths. Plans for specific components can be presented in advance but updated over the course of longitudinal data collection. For other components, plans can be developed after data collection begins, as long as openness is maintained about when and by whom decisions were made, and what information guided decision making. For each component, a clear explanation of the rationale of forthcoming analyses and approaches supports the overall goal of transparency.

Similarly, we propose data sharing be linked to specific papers or phases of this pre-registration process. Releasing data in this piecemeal approach is valuable. This approach may not release all data simultaneously and in real-time, but it meets the goal of allowing others to replicate or extend analyses. We next detail our proposed approach, starting with what not to do.

5.1 | What not to do

John et al. (2012) provide a list of ethically questionable research practices to avoid. Two are particularly relevant for longitudinal studies.

First, researchers should not cherry-pick ages or measures from a broader longitudinal study for reporting, a form of p-hacking. When such decisions are made to simplify the analysis, they should ideally be made before analysis—though perhaps not before data collection—and should be transparently disclosed.

Second, researchers should not present exploratory work as confirmatory. However, HARKing comes in two forms. Secretly HARKing in the Introduction section (SHARKing) is problematic—though the confirmatory expectations of many reviewers and editors encourage it. By contrast, Transparently HARKing in the Discussion section (THARKing; Hollenbeck & Wright, 2017) can be valuable by providing post hoc explanations for surprising findings in the Discussion section, and testing those possibilities using transparent post hoc exploratory analyses (Hollenbeck & Wright, 2017). This is particularly valuable in rich longitudinal datasets.
5.2 | What to do

Longitudinal open science should be a gradual process that unfolds over time—much like a longitudinal project. The key principle is not that everything needs to be decided in advance, or immediately shared in its entirety. Rather, by modularizing the process, each stage of hypothesis generation, study design, planning, and data exploration and analysis, can be registered when it is ready and when it is available, and data sharing can follow a similar form. However, separating the pieces—both conceptually and in time—raises the expectations for what must be reported. Under this regimen, registration documents must go beyond simply reporting the plans: researchers must be transparent about when a decision was made, what information contributed to it, the rationale for that decision, and who made it—especially if there are diverging opinions on the team. If this expanded transparency is maintained, many benefits of open science can be realized without the enhanced costs of implementing them for a longitudinal project.

5.2.1 | (Not necessarily pre-) registration

Pre-registration fully in advance of data collection is not the only option. There is a continuum of approaches: (a) pre-registration, (b) co-registration—after data collection starts but before analysis—and (c) post-registration—after analysis has begun (Benning et al., 2019). We advocate for a piecewise co-registration—each incremental step toward transparency adds positive value (O. Klein, Hardwicke, et al., 2018). For longitudinal studies, a single registration approach may not always be optimal, as long as researchers are transparent about the decision process. We propose a serial and modular form of registration with a wall between phases of research: hypotheses; methods; index identification; and statistical analyses. Each can be registered separately and asynchronously for different aspects of the study, and before, during, or after data collection. Critically, in this mode, registration needs to go beyond ‘just the facts’—the typical pre-registration model—to honestly reflect the source and development of a hypothesis, method, or index. Such a document should be clear about:

1. What is being registered (e.g., a hypothesis, index, analysis, etc.), and what is not being registered, whether because it will be registered in the future (e.g., a future hypothesis, a measure to be developed, protocol changes), was registered elsewhere, or will not be registered.
2. When (relative to the timeline of the study) it was developed.
3. Why it was developed—for example, it was planned at the outset, or it was developed in response to exploratory analysis, or a new paper.
4. What information was known or unknown when the hypothesis or analysis was planned.
5. Who (in the study team or the broader collaboration) was involved.

All of this should be described alongside a traditional registration of what the study team proposes to do. Critically, these documents should preserve a timeline of the registration alongside the timeline of the study.

For a large longitudinal study, it may make sense to initially register the methods at the outset. Thereafter, the modular approach allows multiple streams. While registration of hypotheses, measures, indices, and analysis are contingent on each other, one could run this process in parallel for different aspects of the study. For example, in the Growing Words project, core hypotheses about speech perception could go through this registration process immediately, whereas the process of registering hypotheses, indices, and models for secondary questions about the language and literacy environment could start later.

Not all research needs to be confirmatory. Exploratory research is an important complement to confirmatory research (Barbot et al., 2020); indeed, exploratory work is perhaps the purest form of ‘discovery’, and rich longitudinal datasets present many opportunities for this. Post hoc data exploration may leverage the value of costly data (Barbot et al., 2020; Hollenbeck & Wright, 2017; Rosenthal, 1994). A modular approach can leverage this: for
example, researchers can register hypotheses or models when they are known but can leave other questions for
exploratory work. Exploratory questions and analysis plans can also be registered separately. Thus, our registration
model leverages the values of both.

In this modular form, we see several loci of registration—though these may be combined or separated for
different goals.

5.2.2 | Methods

Methods of the study are usually known at the outset and can usually be pre-registered in the typical format. However,
it will be important to update this document regularly or to post addenda with timestamped entries indicating changes
to methods, the rationale for the change, and the likely consequences for analysis. For instance, on the OSF, you can
upload revised documents with the same filename as the original to over-write the previous document, and the OSF
keeps a version history of each change with timestamps. Alternatively, you can upload the addenda in a separate docu-
ment with a different filename so that others know that they are expected to read both the original document and the
addenda. It can be helpful to share manuals, protocols, consent forms, and stimuli. Protocols of proprietary products
may not be able to be shared, but researchers are encouraged to share whatever they can legally and ethically share.

5.2.3 | Hypotheses

Over the course of a longitudinal project, hypotheses will develop in response to new data or to new findings from
other labs. Thus, we propose that hypotheses be registered independently of the index variables and the statistical
models, and likely in multiple stages. Hypotheses should be registered as a standalone document that details the
hypothesis and its empirical or theoretical basis, what was known from the study when the hypothesis was
developed, what motivated it, and the logic of the indices or measures that are used to test it. Each hypothesis can
be registered separately as they arise. Critically, this can avoid SHARKing, and can preserve a difference between
confirmatory and exploratory analyses for use in family-wise error correction procedures later.

5.2.4 | The sample

While longitudinal researchers strive for a generalizable sample, the precise structure of the sample often cannot be
known in advance. However, this affects hypotheses, index identification plans, and analysis. Thus, at the conclusion
of recruiting and enrollment, we suggest a registration document that clearly describes the sample. This should
include several key details. First, researchers should provide sufficient information to understand the actual sample
tested, including age ranges, demographics, school grades, geographic setting, etc.

Second, it is important to document how participants were recruited. This can affect the population to be
generalized, such as if recruiting methods inadvertently under-recruited particular groups.

Third, in a longitudinal study, missingness and attrition can be important issues and often do not occur
completely at random. This could result in biased inferences and limits to generalizability. Analysis plans to account
for missing data should be explicitly described. If missing data will be imputed, imputation strategies should be speci-
fied in advance. If missing data will be excluded, the rationale for excluding these data, and decisions on whether to
exclude other measures for that same participant should be detailed. Ideally, all the papers deriving from a longitudi-
nal study would use the same general strategy for handling missing data given a particular analytic approach
(e.g., multiple imputations for mixed models, and full information likelihood for factor analysis). Thus, the registration
document could lock in the parameters for these procedures, such as the number of iterations and the types of
variables included in the imputation models. The researcher can also specify the expected amount of missing data and plans to prevent missing data.

Fourth, it is important to describe the population to whom the findings would most likely generalize, the extent to which the findings may generalize beyond the study context, and potential constraints on the generalizability of findings (Barbot et al., 2020).

5.2.5 | Identification and computation of indices

Longitudinal studies often include multiple measures intended to assess the same construct and are combined into what we term an index. Factor analytic approaches depend on the data structure. Similarly, studies using complex measures like eye-tracking or EEG may present researchers with multiple opportunities for deciding which measure(s) to use to index the target construct (Box 2). This too may depend on the data. For example, if a non-linear curve fitting approach is used (c.f., McMurray et al., 2010), the data may not fit the predicted function. These situations can be challenging for traditional (complete) pre-registration of both methods and analysis, because key variables may not be definable until after the data are collected.

Thus, we propose a separate registration document for how measures are identified and developed. This should specify the nature of the raw data that contribute, a plan for the approach that will be used for data reduction (e.g., factor analysis, item response theory, or a curve fit), and a set of hypothetical decisions for deciding that a given measure is optimal. It should clearly state whether each decision will be based on metrics that are internal to the data/index (e.g., fit of confirmatory factor analysis, reliability), whether they will be based on criterion-related validity to an external index, and/or whether they were decided a priori on the basis of prior work or theoretical concerns. This is important because it makes it clear to the reader the extent to which these decisions may be biased toward or against hypotheses. This can be defined separately for each measure. This can be quite simple (e.g., ‘We will use a difference score because that is commonly used with the Flanker task’) — the important thing is to state the index, the plan for evaluation, and the motivation clearly before analysis.

5.2.6 | Analysis

Finally, analyses can be pre-registered separately from these other documents. These should reference the other pre-registration documents, and indeed they will depend on them — analysis plans should be linked to the hypotheses and the indices. This way, analyses can be developed as the hypothesis unfolds. From our perspective, the important thing is not that these are registered in advance, but rather that they clearly and honestly state several key points.

First, it is important to report whether the analysis will test a confirmatory or exploratory question. By clearly linking to the hypothesis registration, this should be straightforward. Second, it is important to state at what point in the project the analysis was determined. Third, it is valuable to state what was known about the data when the model was decided. Fourth, it is helpful to provide a priori power analyses for tests of the focal hypotheses. Then, the researcher can indicate what their approach would be if they do not achieve the target power — for example, due to a smaller sample or to greater missingness than anticipated. For instance, a researcher may choose to modify or preclude an analysis if adequate power is not achieved.

5.2.7 | Getting started

Before the study begins, we encourage researchers to provide an initial registration of the focal methods and research questions, which may be vague. If possible, one should present the hypotheses, along with the intended
analysis plan, although this is not always necessary (see Box 3). This pre-registration is likely to be less comprehensive than the typical pre-registration for single-session cross-sectional studies, for which exact details can be planned.

To this end, aspects of design and analysis should be described during pre-registration at an appropriate level of specificity to constrain researcher degrees of freedom. For example, although specific model structures (e.g., a growth curve versus a cross-lagged model) may not be possible to pre-specify, it may be possible to pre-specify more general principles such as the intended factors. It can also be helpful to register a framework for decision making including the considerations or decision tree that would lead one to take one approach versus another. Moreover, the researcher can specify how they would proceed if their measures do not demonstrate longitudinal factorial invariance, or how they would handle poorly fitting models. As is common in longitudinal studies, additional measures, research questions, and hypotheses may be added along the way, but it is helpful to provide the initial pre-registration with the core methods, aims, and hypotheses that motivated the study.

Next, as the project begins, researchers should begin developing more detailed hypotheses, index selection, and analysis plans. These should be registered before they are implemented. For instance, the researchers should decide on the index development plan before examining that aspect of the data. However, if indices are developed during implementation this can also be registered and noted. These registrations should be released and ‘locked in’ as they are finalized. Afterward, as additional decisions are made (e.g., measures are added or amended), questions or hypotheses are developed, and analysis plans are formalized, documents can be added or amended with a timestamp.

---

**BOX 3** Timeline of registration and data/materials sharing for two longitudinal studies

**School readiness study timeline:** The School Readiness Study began as a pilot project in 2018 with 62 children. In June 2020, the project received NIH funding to recruit additional children and to continue the project (current N = 108). From March 2020 to April 2021, lab visits were suspended due to the COVID-19 pandemic. In January 2021, we pre-registered our focal hypotheses ([https://osf.io/gpn5y](https://osf.io/gpn5y)) and measures ([https://osf.io/vg9jv](https://osf.io/vg9jv)) on the Open Science Framework (OSF). Later, we adapted our procedures to mitigate risk so we could safely collect data during the pandemic and adjusted our measures, accordingly. We also added measures to capture the effects of the pandemic on children. We thus made modifications to our pre-registered methods before data collection resumed in May 2021. We are currently creating a Data Dictionary of composite variables in the study ([https://osf.io/e62uq](https://osf.io/e62uq)) to help outside researchers—as well as those on the team—understand the meaning of our variables. For various papers we are writing, we submitted secondary pre-registrations of hypotheses, methods, and analysis plans that were separate from the focal pre-registration for the project. When we submit papers for review, we will share the data (i.e., variables) used for that paper, a data dictionary for those variables, the analysis code, and a computational notebook.

**Growing words timeline:** The Growing Words Project (N = 242) was interrupted by the COVID-19 pandemic in the very early stages of data collection. While data collection was shut down, our team adjusted our protocols to move some measures to online testing, refine and/or shorten measures, and identify better candidate measurement tools. This resulted in a less traditional registration strategy, in which many of our initial hypotheses and methods were not registered until during or after the first year of data collection—but before analyses. Below is the registration strategy thus far, as well as the intended strategy moving forward. This diagram includes various components of the research process, including planned times for registration of methods, hypotheses, and analysis plans; for release of data and materials; and for publication of findings. The lines connecting components signify how completion of one component informs another.
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associated with each version. In this framework, new registrations will follow as the study unfolds. For instance, follow-up registrations might include specific indices that will be examined or secondary hypotheses to be tested. These follow-up registrations can reach a level of specificity that may not have been feasible at the initial pre-registration. There is still value in registering hypotheses and analysis plans before they are conducted, even if data collection has begun because registration at this stage constrains analysis decisions and reduces the risk of p-hacking. It is crucial at this stage that researchers report the rationale for choices. Because some of these decisions may be made after data are available, a concrete record of why a decision was made minimizes researcher degrees of freedom, much like true pre-registration.

There are multiple outlets for registration, depending on the domain, including the OSF, PROSPERO (for systematic reviews), and AsPredicted. Currently, there is not a way to implement this easily as part of a formal pre-registration template such as the OSF’s (e.g., which locks in document versions, assigns DOIs to registrations, etc.). Moreover, if this approach becomes in widespread use, it may be useful to develop tools that can not only do version control and content locking but can also provide a visualization of the timeline of pre-registration and automatically maintain hyperlinks to related documents. However, this can easily be implemented less formally as a collection of documents posted to a public repository like the OSF. We provide examples of registration of measures and hypotheses on the OSF for the longitudinal School Readiness Study (https://osf.io/jzxb8), and for the longitudinal Growing Words project (https://osf.io/vzb2k), which illustrate two approaches to implementing this vision. Both projects are underway, and in both, registration is dynamic and unfolding.

5.3 | Data/materials sharing

Data sharing in a longitudinal project requires special consideration. The American Psychological Association Data Sharing Workgroup (2015) suggests a data-sharing embargo window “commensurate with the research team’s investment of effort in study conceptualization and implementation, as well as with the time required for the research team to conduct its own analyses of the data”. Thus, we propose a reasonable embargo for longitudinal designs to avoid disincentivizing them.

Before making data sharing plans, we encourage researchers to get permission from the IRB and participants to share de-identified data, or at least non-sensitive data. Researchers may consider re-randomizing participant identification numbers in the shared data file across studies so participants cannot be linked across papers (see Walsh et al., 2018 for additional procedures for de-identifying sensitive data in clinical psychology). When de-identified data cannot be traced back to the individual, those data can be shared as a routine matter. However, if the data include extensive personal information like income, zip code, school attended, etc., this may challenge anonymization. In this case, it may be necessary to ask participants to share their data as part of the consent process; however, keep in mind the potential for sampling bias (Eisenberg, 2015): people from vulnerable and historically disadvantaged groups (such as women, African Americans, Latino/a Americans, gender and sexual minorities, and people from lower socioeconomic status backgrounds) may be less comfortable sharing their data. These and other historically disadvantaged groups have been systematically under-represented in research, leading to knowledge and interventions that disproportionately benefit more advantaged groups, and ultimately, health disparities (Kwitkowski et al., 2013). Thus, it is critical to avoid under-sampling members of these groups in the name of open science. Video of participants can be shared using permission separate from the consent process, minimizing sample bias (see example language: https://databrary.org/support/irb/release-template.html).

We recommend sharing data when papers are submitted (Morey et al., 2016) or published. This should include—at a minimum—the de-identified data and variables used for that particular paper and linked to that paper (O. Klein, Hardwicke, et al., 2018) so that researchers can verify the results in the paper (Gilmore & Qian, 2021). This differs from the typical model of sharing all data but helps minimize the barrier of the vast effort it takes to curate all the data and helps researchers feel in control of their data to avoid being scooped. To avoid cherry-picking or
accusations thereof, this is most effective in the context of clear registrations of the nature of the entire dataset, and explanations of why the subset of data shared is appropriate. Although this does not provide the complete repository that is useful for secondary research (though see below), it does provide opportunities for others to replicate the published analyses, and to explore secondary issues raised by those papers.

In addition to the data, it is important to share other related materials as well. Metadata—that is, documentation about data such as codebooks and data dictionaries (Buchanan et al., 2021)—should be included so that the data can be used most effectively. Some repositories such as Databrary allow sharing protocol materials and an overview of the data (e.g., the number of files) to indicate what data will be shared, while data are embargoed. Given the burdens of organizing data and creating metadata to be useful for others (i.e., curating data), we recommend active curation (Soska et al., 2021): curating data as they are collected rather than waiting until they are posted. We also encourage researchers to share analysis scripts with code comments to help others reproduce analyses and findings. Computational notebooks, such as R Markdown (Xie et al., 2021) and Jupyter (Kluyver et al., 2016) notebooks, can weave together text, analysis code, and results inline. Computational notebooks, along with interactive tools such as Shiny R apps (LaFit et al., 2021), provide a contemporary extension of scientific papers (Somers, 2018).

Particularly in this modular registration model, it is likely that registration documents and analysis plans may change. Consequently, it may be helpful to implement version control. However, even without version control tools—which may be difficult for some to learn and maintain—it is important that the researcher maintains transparency about the nature, timeline, and rationale of changes, regardless of the platform used.

Data can be shared as supplemental material linked to the paper, in a journal that specializes in publishing data (e.g., Scientific Data), or in a data repository (Gilmore & Qian, 2021). A list of example data repositories is in Table 2. Open-access repositories are freely available to anyone and thus may be preferred for de-identified data. Restricted-access repositories use secure mechanisms for sharing data and have access restrictions, such as researcher training, or IRB approval. Thus, restricted-access repositories may better handle sensitive and identifiable data (Gilmore et al., 2020). For a step-by-step guide to pre-registration and data sharing, see Krypotos et al. (2019).

After the full longitudinal data collection is complete, researchers may consider sharing the whole data set, possibly after some embargo period. This can be decided in advance and included in the initial pre-registration document. Alternatively, data can be shared iteratively as the study proceeds, which has been called born-open data (Rouder, 2016). For example, data could be automatically uploaded daily to a public repository during data collection for increased transparency and to serve as an off-site backup (O. Klein, Hardwicke, et al., 2018).

5.4 | Reporting

Our recommendations around open science practices are premised on the fact that any given hypothesis, index, or analysis is almost always a subset of the full scope of a longitudinal project. This fact also applies to both publications and other forms of reporting, and it is worth briefly discussing the unique ways in which published longitudinal studies can support rigor, as well as ways in which this model can be applied to other types of work.

5.4.1 | Publications

Space limitations are often restrictive in journals, so researchers should provide the necessary information in supplementary materials or public repositories such as the OSF. This is another benefit of our modular registration model—even if the statistical model will not be pre-registered, the registration of the methods, index development plans, and so forth can provide this critical supplementary information. Text-based descriptions of procedures and stimuli may not be sufficient for replicability; original stimuli as well as videos of lab setup, procedures (e.g., computer-based tasks), and participant behaviors can help (Gilmore & Adolph, 2017). Videos not only enhance replicability they can
## Table 2: Examples of data repositories

<table>
<thead>
<tr>
<th>Data repository</th>
<th>Open access</th>
<th>Restricted access</th>
<th>Private access or data embargo</th>
<th>Maximum embargo period</th>
<th>For more information</th>
<th>URL</th>
</tr>
</thead>
<tbody>
<tr>
<td>Databrary</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>unlimited</td>
<td>Simon et al. (2015)</td>
<td><a href="https://nyu.databrary.org">https://nyu.databrary.org</a></td>
</tr>
<tr>
<td>The Dataverse Project</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>unlimited</td>
<td>King (2007)</td>
<td><a href="https://dataverse.org">https://dataverse.org</a></td>
</tr>
<tr>
<td>Dryad</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>10 years</td>
<td>White et al. (2008)</td>
<td><a href="https://datadryad.org">https://datadryad.org</a></td>
</tr>
<tr>
<td>FigShare</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>unlimited</td>
<td></td>
<td><a href="https://figshare.com">https://figshare.com</a></td>
</tr>
<tr>
<td>Inter-University Consortium for Political</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>3 years</td>
<td>Swanberg (2017)</td>
<td><a href="https://www.icpsr.umich.edu/web/pages/">https://www.icpsr.umich.edu/web/pages/</a></td>
</tr>
<tr>
<td>and Social Research (ICPSR)</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>deposit/index.html</td>
</tr>
<tr>
<td>Leibniz Institute for the Social Sciences (GESIS)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>2 years</td>
<td>Schumann and Mauer (2013)</td>
<td><a href="https://www.gesis.org/en/services/">https://www.gesis.org/en/services/</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td>archiving-and-sharing/sharing-data</td>
</tr>
<tr>
<td>Open Science Framework (OSF)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>unlimited (4 years for</td>
<td>Foster and Deardorff (2017)</td>
<td><a href="https://osf.io">https://osf.io</a></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
<td>registrations)</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Qualitative Data Repository (QDR)</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>typically 1–3 years</td>
<td>Karcher et al. (2016)</td>
<td><a href="https://qdr.syr.edu">https://qdr.syr.edu</a></td>
</tr>
<tr>
<td>TalkBank</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>negotiable (typically 1–2 years)</td>
<td>MacWhinney (2007)</td>
<td><a href="https://www.talkbank.org">https://www.talkbank.org</a></td>
</tr>
<tr>
<td>Zenodo</td>
<td>x</td>
<td>x</td>
<td>x</td>
<td>unlimited</td>
<td></td>
<td><a href="https://zenodo.org">https://zenodo.org</a></td>
</tr>
</tbody>
</table>

**Note:** Many research institutions also have data repositories. In an open-access (aka public-access) repository, the data are available for download by the public, without restrictions. In a restricted-access repository, the data are available for download by people who meet the proper restrictions; as one example: researchers from authorized institutions who sign a data-use agreement. In a private-access (aka closed-access) repository, the data are available for download by only the investigators who posted the data, or by the specific people to whom they give access. An embargo is the period during which the uploaded data are not available for download by others. A private-access repository can function as a data embargo, in which the embargo ends when the researcher changes the repository access from private access to open or restricted access.
make it less likely that abundant data from participants go to waste upon publication (Adolph et al., 2012; Gilmore & Adolph, 2017), and Databrary can enable this.

Additional information is also important to report for transparency. Publications should describe which ages the broader longitudinal study spanned, which ages were examined in the paper, and why those ages were selected. It is helpful to report all predictors (e.g., independent variables) and outcomes (dependent variables) that are relevant to the paper—not just those that support hypotheses. It is also important to describe the degree of missingness and attrition, what led to missing data, and to provide tests that examine whether missingness in variables of interest is systematic (Nicholson et al., 2017). Publications should also explicitly point to pre-registration documents detailing the study, especially for aspects of the study not covered by that publication.

The broader goal of open science is to improve rigor. Although sharing data and materials is important for this, publications should consider the full range of causes of errors in scientific inference. Some inference errors could, in part, reflect measurement error (Loken & Gelman, 2017). Reliability and validity depend on the context and sample. It is insufficient for papers to state that the measures are reliable and valid; instead, multiple aspects of reliability and validity should be described, especially with respect to the sample and population of interest, and researchers should consider ways to improve the reliability and validity. For instance, latent factors could be assessed using multi-trait multi-method assessments (Patrick et al., 2013). This dovetails neatly with modular approaches to registering index development plans. Other replication failures could, in part, reflect low power. Thus, it is important to report effect sizes and not just statistical significance (Klapwijk et al., 2021).

5.4.2 | Other types of work

Critically, this modular pre-registration is ideal for a range of possible longitudinal studies. For example, accelerated longitudinal designs may track children from multiple starting ages at the same time. This permits cross-sectional comparisons in Year 1, whose hypotheses and statistical approaches can be registered separately from longitudinal analyses in later years. Other longitudinal studies may piggy-back on contract work whose goals are primarily to address an empirical question needed by a funder. Here, the investigators could register the methods and key indices initially, and perhaps later register more hypothesis-driven analyses as they arise.

Modular registration is even appropriate for secondary data analysis such as datasets described earlier (ABCD, Add Health, ECLS, NLS, NICHD SECCYD), because it separates hypotheses and models from the methods. Analysis of preexisting data sets can be registered (Weston et al., 2019), and some journals accept secondary registered reports that allow registration after data have been collected but before data analysis (Pfeifer & Weston, 2020). The modular approach proposed here is ideally suited to this enterprise as it allows the registration of hypotheses or analyses to be independent of other things; indeed, in some ways what we are advocating is akin to what people are already doing with secondary datasets. There may be additional challenges that need to be registered in contexts like this, such as procedures for extracting and filtering the relevant data, but this can fit cleanly into our framework.

5.5 | What we would like to see

Publication and funding incentives must better align with scientific rigor. We are encouraged that some journals accept replication studies (ReScienceX; Roesch & Rougier, 2020), null findings (e.g., Journal of Articles in Support of the Null Hypothesis), and registered reports (Nosek & Lakens, 2014). Nevertheless, more—or, ideally, all—journals should allow and encourage these things. We encourage research institutions to value open science practices in hiring and promotion decisions.

In the future, it would be good to see journals and funding agencies value the important role of exploratory work in addition to confirmatory work. It can slow science to subject exploratory work to the same time-consuming
processes that we expect of confirmatory work. However, in this context, it is important to see more explicit, thorough, and genuine discussion in papers of the extent to which research questions are exploratory or confirmatory (Davis-Kean & Ellis, 2019). As we have illustrated here, longitudinal work blurs the line between exploratory and confirmatory work, and the modular and time-extended approach to registration can serve an important goal of clarifying the nature of individual research questions and analyses in a longitudinal study or any other large individual differences study. In the context of truly exploratory work or analyses of existing data, our modular approach may have value in allowing researchers to register some things independently of others without being overly constraining.

These are expectations that should affect all areas of science. However, as longitudinal studies illustrate, there is not a one-size-fits-all approach to pre-registration and data sharing. We encourage journal editors, faculty review committees, and students to embrace a variety of models of data-sharing and registration, including the possibility that sharing and/or registration may be unwarranted or unnecessary in some circumstances, such as for purely exploratory questions, for low-stakes or early-stage studies that are not testing large theories, etc. Critically, the goal should not be to dogmatically adhere to a particular set of practices but to be open about what was done, what was known at the time, and what factors led to the scientific decisions.

Finally, we point out that the technical demands of open science are daunting—even just to follow the guidelines in this paper, it may appear that a researcher will need to retool their lab to learn an array of new acronyms: to master R markdown and GitHub, figure out a system for video tagging, IRB procedures for data sharing, and several repositories for embargoing. It is daunting. While these technical tools are valuable, the important thing is, to be honest, clear, and open. Simply posting PDFs of registration documents to a public repository, a journal article’s supplement, or even your lab website is better than not sharing at all.

6 | OPEN SCIENCE IS NOT ENOUGH

Although we present these guidelines with aims to advance the open science movement and to increase rigor, open science by itself is insufficient for this goal. Much discussion has focused on questionable research practices and lack of transparency, but that is likely not the only contributor to the replication crisis. What will make developmental science more replicable is better science, including a better understanding of constructs and more valid assessments of those constructs. Unreliability of measures could be a key contributor to the replication crisis (Loken & Gelman, 2017), because the reliability of a measure is the upper limit of its validity. Many standard cognitive measures have poor test–retest reliability (Enkavi et al., 2019; Hedge et al., 2018). The reliability of measures is especially crucial for longitudinal studies because the reliability of change scores (or difference scores) is lower than the reliability of the measure at each timepoint (Revelle & Condon, 2019). Thus, what may appear to be a change in people’s scores from T1 to T2 may in many cases reflect measurement error rather than changes in the person’s level on the construct. In addition, there is often flexibility in mapping hypotheses to measures or to differences among conditions. A ‘weak logical link between theory and their empirical tests’ can lead to an inflation of Type I error or to weak tests that fail to detect a true effect (Oberauer & Lewandowsky, 2019). This often derives from a lack of understanding of the derivation chain (Meehl, 1990; Scheel et al., 2021)—the chain of the assumption that links an underlying theory to observed behavior. Thus, we caution readers to select measures that are highly reliable and tightly coupled to theory.

7 | CONCLUSION

There is no one-size-fits-all open science approach across scientific methods, and it has been particularly difficult to find one for longitudinal work. We propose a serial and modular approach to registration that includes an initial pre-registration of focal methods and hypotheses, along with subsequent pre- or co-registered questions and hypotheses
associated with specific papers—including exploratory work. We also encourage researchers to share their research materials and relevant data with associated papers, but released gradually and tied to publications and to specific goals. At the same time, we encourage funding agencies, research institutions, and stakeholders to think carefully about requirements regarding the timing of data sharing to avoid disincentivizing researchers from conducting important longitudinal studies.
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ENDNOTES

1 Registered reports have multiple benefits. First, after a registered report is approved, the research is likely to be published regardless of the findings, which combats the file-drawer problem. Second, registered reports ensure that reviewers agree that the proposed experiment is the right way to test the proposed hypotheses. However, given the scale and timeline of longitudinal studies, these are likely to be rarely used.

2 For an example of a computational notebook associated with one of our papers (under review), see the R Markdown file (https://osf.io/sfyq7/?view_only=6aeae4e3f3844fa94956c695bacac2d) and the associated html notebook: https://osf.io/xp2rs/?view_only=6aeae4e3f3844fa94956c695bacac2d.

3 Version control using software such as GitHub (Gilroy & Kaplan, 2019) can be used to share protocols (e.g., https://www.play-project.org) and analysis code, and track changes. The use of analysis syntax or code rather than point-and-click graphical user interfaces leads to better reproducibility (Gilmore et al., 2020). Using plain text documents yields the greatest benefits of versioning using GitHub. Examples of plain text documents include Markdown text (.md), analysis scripts (e.g., R: .r or .rmd; SPSS: .sps; SAS: .sas; STATA: .do; MATLAB: .mat; Python: .py; Mplus: .inp), and other text documents (e.g., .txt). A key benefit of plain text documents rather than binary files such as Word or PDF documents is that GitHub can track specific changes to plain text documents with timestamps, for a complete version history.
REFERENCES


Gelman, A., & Loken, E. (2013). The garden of forking paths: Why multiple comparisons can be a problem, even when there is no “fishing expedition” or “p-hacking” and the research hypothesis was posited ahead of time. Department of Statistics, Columbia University.


How to cite this article: Petersen, I. T., Apfelbaum, K. S., & McMurray, B. (2024). Adapting open science and pre-registration to longitudinal research. Infant and Child Development, 33(1), e2315. https://doi.org/10.1002/icd.2315